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Abstract  

 

Drowsiness is one of the underlying causes of driving accidents leading to serious 

injuries and deaths annually.  According to the experts has mentioned that almost 30% 

of all traffic accidents have been caused by drowsiness. In avoiding these traffic 

accidents, a proper system is required to prevent the driver from falling asleep. This 

study proposes a real-time image processing-based system for recognizing the 

drowsiness face expression of the vehicle driver. The method of this study, detecting 

the exact position facial landmarks and both left and right eyes using dlib and eye 

aspect ratio algorithm. This system, after detecting drowsiness eye, give audible alert 

the vehicle driver to stay awake throughout the driving journey. 
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1. Introduction  

 

The increasing number of traffic accidents due to a driver’s diminished vigilance level has become 

a serious problem for society. Some of these accidents are the result of the driver’s medical 

condition. However, a majority of these accidents are related to driver fatigue, drowsiness of 

drivers. Car accidents associated with driver fatigue are more likely to be serious, leading to serious 

injuries and deaths [1]. Detecting the levels of drivers’ drowsiness has a key role in reducing the 

number of fatal injuries in traffic accident. Recent statistics and reports show that 20 to 50 million 

people are killed or injured in car crashes all over the world [2]. 

 

Detecting driver drowsiness systems can be classified into two categories: contact types and 

contactless types. Contact types include measuring the pulse or body temperature, while detecting 

and analyzing the driver's facial expression is a standard contactless type [3]. However, the 

products requiring physical contact are inconvenient for drivers and easily forgotten. On the other 

hand, most commercially available contactless driver drowsiness detection systems and related 

products use visible light to achieve face detection [4]. During the day, they do not affect drivers; 

nevertheless, at night, since these systems need to gather the skin-color region, they are likely to 

increase the burden on driver's eyes since extra light was projected on the driver's face to properly 

obtain color images [5]. 
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Currently, there are studies for the creation of a drowsiness detection system, which extracts the 

essential characteristics of drowsiness of the driver to determine the level of drowsiness. In these 

systems, which are controlling the state of drowsiness of the driver through a webcam with night 

vision to track the driver in real time and when drowsiness is detected, the system will send a 

warning [6]. The objective of these systems is to improve the safety of people with the use of 

detection and alarm to avoid accidents caused by drowsiness of the driver and which are harmful 

to the users of the route [7]. 
 
The aim of this study focuses on building a real-time model, using image based information and a 

template of eye region in human face. If driver closes eye/s for some particular time then system 

will generate the alarm. It is non-intrusive system for monitoring driver drowsiness based on open 

and close conditions of eyes. Eye behaviors provide significant information about driver’s alertness 

and that if visual behavior can be measured then it will be feasible to predict driver’s state of 

drowsiness, vigilance or attentiveness. 

 

2. Materials and Method System Structure 

 

The system features three main parts as shown figure 1. First, the system collects the necessary 

data to locate the driver's face region and eyes; second, the system analyzes the captured data and 

collects new data from the images to set the fatigue model. Once the model is built, the system then 

starts to detect the driver's physical state. If the eye size level is smaller than the predetermined eye 

size threshold, system understand that there is drowsiness. Finally, if the driver shows signs of 

drowsiness, an alarm sounds to warn the driver. 

      

 

 

 

 

   
 

   

Figure 1: Block diagram of the system structure 

 

2.1 Face and Eye Detection 

In this project, it was detected and extracted facial landmarks using dlib, OpenCV, and Python. 

Detecting facial landmarks is a two step process: 

 

The first step process, localizing the face in the image. Real-time face recognition shown figure 2, 

this process is face detection, which is one of the numerous object identification applications. 

Because of human diversity the precise recognition of human faces is much more hard process then 

it expected. It was used OpenCV’s built-in Haar cascades. 

 

Face and Eye Detection on the Region of Interest 

Drowsiness Detection 

Generate Warning 
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Figure2:  Detecting face in real-time 

 

The second step process, detecting important facial structures on the face Region of Interest. 

In this stage, it uses image processing to detect anterior faces with facial landmark detection of 

mouth, nose, right and left eyebrow, right and left eye, and jaw.  It was implemented facial 

landmark detection by using dlib library. 

 

 

 
Figure 3: Facial landmark coordinates 

 

In the dlib library, the pre-trained facial landmark system is used to predict the location of 68 

coordinates on the face that matches the facial structures. 

The indices of 68 coordinates are shown in figure 3. 

 

It was detected eyes recognition from facial landmark system which is certain right and left eye 

coordinates. Right and left eye is expressed by 6 (x, y)-coordinates as shown figure 4. 
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Figure 4: The 6 facial landmarks related with the eye. 

 

After eye recognition was implemented, it was drawn eye shape around eyes as shown figure 5 in 

real-time.  

 

     
Figure 5: Detecting eye in real-time 

 

2.2. Drowsiness Detection and Generate Warning  

 

There is a relation between the width and the height of eyes location which have 6 (x, y) 

coordinates. To detect drowsiness, it was used that this relation called the eye aspect ratio (EAR) 

shown figure 6.  

 
Figure 6: The eye aspect ratio formula 

 

The numerator of this formula computes the distance between the vertical eye landmarks while the 

denominator computes the distance between horizontal eye landmarks, weighting the denominator 

appropriately since there is only one set of horizontal points but two sets of vertical points in show 

figure 6 [8].  

 
Figure 7: Top-left: A visualization of eye landmarks eye is open. Top-right: Eye landmarks when 

the eye is closed.  

 

Using in the figure 6 basic formula, it was refrain from image processing techniques and used the 
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eye aspect ratio determine for a person is drowsiness. It is easily understandable that eye openness 

level or closed eyes as shown figure 7.  The eye size level is smaller than the predetermined eye 

size threshold, system understand that there is drowsiness. After detecting drowsiness driver in 

real-time, alarm sounds to warn as in show figure 8.  
  

    

Figure 8: Detecting drowsiness in real-time and generate warning 

 

3. Result 

 

The tests were performed on 3 people with different eye sizes in real time. And the average success 

rate is 88.2%. It is 95.4% in the tests made with the dataset consisting of approximately 1000 

photographs consisting of open, half-open and closed eyes. In table 1, it was shown the recognition 

precision obtained from four approaches results which consisting of average of standard datasets 

and real-time. 

 

The difference of this study from other studies is that it supports both our own data set and different 

data sets. When the first time the system works, the eye size of the person is measured as real-time. 

After that, the eye aspect ratio is calculated and the threshold value is determined. Thus, it has a 

dynamic working structure independent of the person’s eye size.  

 

 

 

 

               Recognition Precision 

 

Research 

 

Methodology/Algorithms 

 

Accuracy 

 

[9] 

 

Blinking feature + EOG 

 

 

% 82.1 

 

[10] 

 

Boost-LBP + SVM 

 

% 85.9 
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[11] 

 

Gabor + SVM 

 

% 91.45 

 

Ours 

 

Blinking + Dlib + EAR 

 

% 92.1 

Table 1: Recognition precision results 

 

4. Conclusions 

 

In this study, first the face was detected, and then the eye was detected from facial landmarks 

features. An image processing-based system was developed by taking the eye as a reference in 

order to detect the drowsiness status of the drivers in the vehicle. All results show that image 

processing method an efficient way for drivers' drowsiness detection. Regardless of the size of the 

eye, drowsiness was accurately detected. Therefore, accidents caused by drowsiness will be mostly 

avoided. The most important feature emphasized in this recommendation is the detecting of 

beginning of the moment of drowsiness. Thus, regardless of the eye size of the person, it contributes 

to a safer drive thanks to early warning. To obtain more reliable results, it will be added yawning 

detected from facial landmarks features. 

 

This study has structure that it can be integrated on the embedded system and can be converted into 

a portable form. Thanks to this, it will be installed in any vehicle with a suitable microprocessor 

and it will be provided to use actively. 
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